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library(tidyverse)

— Attaching core tidyverse packages tidyverse 2.0.8 —

v dplyr 1.2.0 Vv readr 2.1.6

v forcats 1.8.1 Vv stringr  1.6.
v ggplot2 4.08.2 + tibble 3.3.1
v lubridate 1.9.5 Vv tidyr 1

v purrr 1.2.1

— Conflicts tidyverse_conflicts() —

X dplyr::filter() masks stats::filter()

X dplyr::lag() masks stats::lag()

i Use the conflicted package (<http://conflicted.r-lib.org/>) to force all conflicts to become er
4 14

library(reticulate)
library(umap)
library(ggrepel)
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A Solution to Plato’s Problem: The

L I T prp—p———
- g mm. HENAEII0

Latent Semantic Analysis Theory

of Acquisition, Induction, and Representation of Knowledge

Thomas K Landauer
University of Colorado ar Boulder

Susan T. Dumais
Bell

ellcorn:

How do people know &5 mmch as they do with as lile information s they get? The probiem takes

rmany forms; learsing vovshelary from keal is un especiully dramtic snd convenisn case for research

A tew gecral thooey of acquircd similarity and knowledge represcniadian, faiend scmantic unaysia

[LSA), is presented and used to soccessfully simubate such leaming and seversl ceher psycholingistic
il

piobal knowledge indireetly from local co-ceeurrence data i & luge body
LS4 aceuired knowledge about the full vocsbulary of English ot § comparabie

rae o sehoolchiMren. LSA uses no prior lingsistic or perceptual similarity knowledge; it is hased
solely on 2 general mathematical learning method that achieves powerful inductive effects by ex-
tructing the right urber of dimenssons (¢, 3003 10 represent chjects and contexts, Relations 10

veher thenries, phencmena, snd problems are shets

Prologue

*“How nach do we ksow 3l any me? Much more, o so 1 betieve,
than we know we know!"
- Agatha Christie, The Maving Finger

A typical American seventh grader knows the meaning of
10-15 words today that she did not know yesterday. She must
have ecquired most of them as a result of reading because (a)
the mujority of English words are used only in print, (b) she
already knew well almost all the words she would have encoun-
tesed in speech, and (¢ ) she learned less than ane word by direct
imstruction. Studies of children reading grade-school text find
that sbout one word in every 20 paragraphs goes from wrong
to right on a vocabulary test. The typical seventh grader would
have read less than 50 paragraphs since yesterday, from which
she should have learned less tan three new words. Apparently,
she mastered the meanings of many words that she did not
encounter, Evidence for all these assertions 15 given in detail
later.

This phenamenon offers an ideal case in which to study a
problem thint hus pligued philosophy and science sinee Plato

Toomas K Landeer, Tnstitute «f Cognitive Science, University of
Colorade st Boulder; Susan T, Dunaks, Information Science Research
Department, Bellcore, Morrisiown, New Jersey.

We hank Karen Lochbaum for valusble help in analysis: George
Furnas for early keas and inspiracion. Peser Foliz, Walier Kinsch, and
Emie Mmss for unpublished dasa; and for helpful comments on the
deas and drafts. we thank, in alphsbetic arder, Richard Anderson. Deug
Carroll, Perer Foltz, Gearge Pumas, Walter Kintsch, Lise Mens, and
Lynn Streetes

Comespondence concaming tils anicle should be adressed 1o
Thumas K Landaer, Campus Box 345, Usiversity of Colorads, Bouldes,
Colorado S0309, Electronic mail may be sent via Imernet 1o lndvoer
@ payen colorad edu

24 cenmurics azo, the fact that people have much more knowl-
edge than appears to be present in the information to which
they have becen exposed Plate's solution, of course, was that
peogle must come eyuipped with most of their knowledge and
need only hints and contemglation to completc it

Enthis article we snggest o very different hypathesis o explain
the mystery of excessive learning. It rests on the simple notien
that some domains of knowledge contain vast numbers of weak
interrelations that, if properly expioised, can greatdly amplify
learning by a process of inference. We have discoversd that o
very simple mechanism of induction, the cholce of the correct
dimensionality in which to represent similarity between objects
and events, can sometimes, in particular in lesming sbout the
similasity of the meanings of words, produce sufficient enhance-
ment of knowledge to bridge the gap between the infornution
avaituble in local contiguity und what people know after large
amounts of experience

Overview

In this article we report the results of using latent semantic
analysis (LSA), a high-dimensional linear associative model
that embodies no human knowledge beyond its general leaming
mechanism, to analyze a large corpus of natural text and genes-
nte o representation that coptures the similarity of words and
text passages, The model’s resulting knowledpe was tested with
o standard multiple-choice synonym test, and its leaming power
compared 10 the rate at which school-aged children improve
their performance on similar tests as 3 result of reading, The
madel's improvement per paragraph of encountered text approx-
mated the natural rse for schoolehildren, and most of its ac

quired knowledge was anributable wo indirect inference rather
than direct co-occurrence relations. This result can be interpre-
ted in st least two ways. The more conservalive inlerpretation
is that it shows that with the right analysis a substantial porticn
of the informatien needed to answer common vocabulary test
questions can be inferred from the contextual SIatistics of usige
alone. This is not a trivial conclusion. As we alluded w carlier

Launder & Dumais (1997 Psychological
Review)
MEZOB—RES(C/RBSNICRAILR
LSAZ MBEFHESILE U TIRA TL \7'.:0
TARBEREH>IERE - (by FEHDE)
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4.4 DRERIROES

o DEERHEMNARLTCVD TEBIR] &(&?
o <BEHRMEWXE - HEE(JIRVWWRT MNLEUTRIREND> EWSEE. D [EIR] > TRIC?

- DMELKSE (distributional semantics)
- [EHFEBORIKE., ZNHAHIRUEXIRKICKD TRED] (DR EWVWDEZX S ICED K BIKH
« 1950FNDOEEZF(CIRRZFD
- T—IEINTFIAMRIROBR(CHDERA
- IRRDOBASHEUIEOREDEE LRI
- [BIK] Z7FX bOHADOARAITHIBLRIDS EL TS

- DERRE. DMERBNDVDEKRTD [BIK] Z2RESELTVD

John Ruper Firth (1890-1960)
REDESEFAE,
DRERZZRIIEE “You shall
know a word by the company it
keeps” THI5NSD
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(4-55EDOANF)

(FHBAD = sHDEE)
. BREMRICEDIFFR NOSBER (45) — BREHE (32)

s FDOTEAL - T=AHICEDE, ZIICEFENTWS
Z . NEODBHEFRIREE T, ©ORODHICHNS

« Za-SIIRY NI—DICEDL HEDEDHAHFR (65) < Za1—3)I-RYRIT—T (5%)\
« REDOSHEENZTHWNWTC, BEFBEODEEREZED

o FrDOTFHEAL s T=HICDOWNWT, EICEFENTLS
B eERIB(CiR A, TOEODIRICHWS

. Za-SIEBFETEFIICEDIL XSDEHAHTRR (85) — Za1-JIIEJ/ETIN (75)
« ABOSEERZTRAWTC, XEBEDHEERIB(CRX 3D
EFI)ILEHEELTHL

o FTTDTFHFAL - T—=HICDWVWTC, TIICEFNTLWBRYESR
DEERIAICR X . TOEODTICEWNS
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« S5ET(E. 6BDOHER/ELT
s ZTa1—TILRY RI—=DICDWTHBITT
« B6ETIX

« REDOSHEENCHWTCHEBODHRIRZTDITEZTHEBNT

5E. —1—JI)LRvY NDO—0 6. —1—J)LRY NID—DICKBDEZEDIEEFERIR
AKEDEEER
/:1—5“/;1'7\“/ NDO—0 .‘\
[
(| EEmiBA ST
T )L
K / EHEED
DENERIR

mE® [NSIGHT
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51 Za—3I)L%*Yy NDJ—-0

—a1—3JI)bxy hDO—=0&(F (RIEFZENY(2022) 2.980)
e [Za—0OY] EMENBIBRZIES SALNRTED IEEIEETIL
- —a—0O>
. BHOEBEZZITEID. EH DT TCREULIT. BASHDREETERL T, OEDDEBYEZIRT
o YD1 —0O> () 2R L TLD
o ANZx = (x1,...,x5), BH%E Yy ELT

d
y=g <z w;x; + b> =gw'x+b) «— w= (W, .., W)
i

mEE INSIGHT
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SETEALREER
s Ta—0O>HMEZZERT BzHITEDEER
« WWAWLWARBEFENMNAELSNTLS

o AAKRA: IEARICHRAZEGEK (ReLV)
ReLU(x) = max(0, x)

ReLU(x)

v
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ECEERAB: 2BD"1 -3y ND—0
« ANBE. BIUB(RNE). F2BHNBMNSRDZ -1 —3ILRY D=2
- BB O i BEHDER h; (. ANBOEZRNZd, & LT

do
hi =g (2 Wijx]' + bl) = g(wlTx + bl)
J

. BEAUBDARYT NLER = (hy, .. hg )ELT
h=g(Wx+b)

« Bl ADBOERER, FNEDERIBUDLESE

h =g( w x + b )
hq W11 W12 by
h, _ W1 Wy [xl] b,
hj I\ |ws1 waz|lx, b3
hy Wa1 Wy b,

« ZZT. WIEADBHSIRENENDEHZFKT 1T
« ITRRNEBDER. JINWANBOERZRLTWND
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o J\SA—%
- BIETCIEIWED
® 5_ /9(:_ETDL\T

$BI 3

s BHEFBFT—HDOINEERT., BEERERDOTHL<
o BRBEAMOENR/NCIRDLDRBREHZTRDD

« KHI(E. /NS A—

. T—FFOF v DH
C EEAED

HeFBIDRELCDODNTIET—ERUET

Ba. Z1—3JIILRY MO —JBOEHIBIS L U TEETSND

« EEERIERDY A 7 }=' DE. BEBICHEITDIEREZ. HE5NUHRDDIVENDD

- BOEZIEDT &

—FCHETDEM IR EZRIRTEDN

INSGA—HFDFBFEH L IRD
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5.2 EFXRTFRZT1—IILRY hDJ—D

o BB _—1—3J)LRY hD—72 (feedforward neural network)
- F1E FE2E, .., EVVDIEIC. AAMSHEACEN D TRICETEZITDORY hNJ—D

ABE H1E H2ME E )=

L (O
SRS T
(L
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Zt— kI >1—4— (autoencoder)

o HANADDIEMUICIRDRDICEZIDIBEER -1 —SILRY hD—0

- HHOBEERICFE LRV, BDANCHIET DENEBDEYY. F1LWT—F(CHITDHTCEERDDRE(CEALNHDD
« IEREIRERDDITERZIDCENTED

o= -
[EN=E TEIRIFUBDLDIC

BEHERDD
ADE —

“BEoA—-hIZI-5—

mE® [NSIGHT
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- BlFEZ
« ABDEUTRY MLDRINZEZRBY (CZITED

- ACZa—3IILRY RDO—DANBELEENEZ. /\SA-—FZZEXT(THED

« BEoEBESTTILIRHI

« xZRVTEDERIOBENEDIRREZRI D I\)I/(Bgﬂﬁi ERT BNV Zhi_y = (he—11, he-12) -

1—3)LRw b DJ—72 (recurrent neural network; RNN) (FEIEZEHN(2022) 4.280)

ENIRREZZEX TV RY MNDJ—D

r TILNY > « Ry D=0
° t%@(:%‘ljﬂyélj}NO '\) b%xt = (xtl Xt2, -

X)) &I D

h,=gW.x;+W;h,_; +b)

o ARV TZS. HAORBDEZKRS. HHTD

o ANRINDESHTRASIE T+ 1 EBDIMGIREREZ1 —SILRY ND—0&7133

2 —
—— Y

[w

X1

h,

w,

R/

v

X

h;

w,

ez

cllF|

R/

NiIkRUAWNSD

he10)ETD
W, [EATEN SIENENDEH

W, (XERIDRIVRRERD NLSE
NENDEH
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(5EDFLED)

—a1—JI)LRY NDO—=DJ &
IBEIEEL — 1 —S)L7RYy hDO—0O & (&
BIRB "1 —-II)ILRY cDO—D &
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(6EDATR)

« RKEDESEENZHWCHEODRHFXRIRZEDILHEZBNITD
« ZOREHITIHD word2vec (T3TFE I B

68. —1—3JILARY MNI—TICKDEFEDDIRE

=

ol

RED

HFEEDIAHE
L + word2vec

U

BHZED
AR
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6.1 word2vec

- word2vec (3 (FIAIEN(2022), 3.560)
ERlzFEL. EEEODRRIRZTEDILE
« 2013fF. GoogleDMATRESICK D THERERINT

- BRASENIBOHR(ICAKETR

j(%@l:l |:|I:I

DIRGRICED <

AY
® gnn

Bk, COEFEDEN

« RD2DDEFTILASG D
« Continuous Bag-of-Words (CBoW)E>)L
* Skip-GramEZF )L

BEESAL

(CIRNDEEE

« LITFTIE, CBoWETILZIBN T D

EBlCKXHO>TRES

Efficient Estimation of Word Representations in
Vector Space

Tomas Mikelov Kai Chen
Google Inc., Mountain View, CA c., Mountain V

tmikolovigoogle

Greg Corrado Jeffrey Dean
Google Inc., Mountain View, CA Google Inc., Mountain View, CA
geor

dofigoogle. com jeffAgoogle.com

Abstract

We propose two novel model archite

wres for computing continuous vector repre-
sentations of words from very data sets. The quality of these representations
is measured in a word similarity task, and the results are compared to the previ-
ously best performing techniques based on different types of neural networks. We
observe large improvements in accuracy at much lower computational cost, i.e. it
takes less than a day to leam high qua]lt)‘ word vectors from a 1.6 billion words
data set. Furthermore, we show that these vectors provide state—of-the-art perfor-
mance on our kst set for measuring syntactic and semantic word similanities,

1 Introduction

Many current NLP systems and techniques treat words as atomic units - there is no notion of similar-
ity between words, as these are represented as indices in a vocabulary. This choice has several good
reasons - simplicity, robustness and the observation that simple models trained on huge amounts of
data outperform complex syslems trained on less data. An example is the popular N-gram model
used for statistical language modeling - today, it is possible to train N-grams on virtually all available
data (trillions of words [3]).

However, the simple techniques are at their limits in many tasks. For example, the amount of
relevant in-domain data for automatic speech recognition is limited - the performance is usually
dominated by the size of high quality transcribed speech data (often just millions of words). In
machine translation, the existing corpora for many languages contain only a few billions of words
or less. Thus, there are sitwations where simplke ».a]mn up of the basic echniques will not result in
any significant progress, and we have to focus on more advanced echniques.

With progress of machine learning techniques in recent years, it has become possible to train more
complex models on much larger data set, and they l\'pmn]\w outperform the simple models. Probably
the most successful concept is to use distributed representations of words [10]. For example, neural
network based language models significantly outperform N-gram models [1, 27, 17]

1.1 Goals of the Paper

The main goal of this paper is (o introduce techniques that can be used for leaming high-guality word
vectors from huge data sets with billions of words, and with millions of words in the vocabulary. As
far as we know, none of the previously proposed architectures has been successfully trained on more

Mikolov, Chen, Corrado, & Dean (2013
Proc. Workshop at ICLR)

Google Scholar(C KNIEHS | LR
51139, FUM
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- CBoWEZ/LDFE
« HDINMEDEEDHICHDBEDEEE. BICHDwEDEEZ., TOMEDEED XKl LR

cni [ e M RE sOVEA RIS B
A

- HDEFEZ. TOXIMNSTFRITD
o [MIREMTVWBEENBHELPTV] CBETD

n Zin &E M

\/

7 ZHTEBSD DEEEN
[hEW] THDIMEERE?
[DAT] THDHERE?
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. K

« (L&t (CHDEEZ. TDURY BRI BNV x, TR
« BERYARXDORSZEFDONRT M. 1hFRIEIT, & &(FEER

fiIE B8

1

2

n
(&
il
h

DRy AT ML

x1 = (0,0, ...
x, = (0,0, ...
x3 = (0,0, ...
x4 = (0,0, ...

,0,0,0, ...

,0,0,0,...

H

,0,1,0, ...
,0,0,0,...
..,0,0,0, ...

..,0,0,0,...

0,0,0,..
0,1,0, ..
0,0,0,..

0,0,0,..

,0,0,0, ...
,0,0,0,...
,0,1,0, ...

,0,0,0,...

,0,0)
,0,0)
,0,0)
,0,0)
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« CBoWEF/L
& t DEEE x, DENEBRD N 725D
o 22U, TEMEERAEUEALRL
« DT BNERT Mw, (F/INSA—=5Z W,b EUT
Wx, +b&/2d. AT, blFEEEET D

w,, = Wx;

o (LB t DMIR(X_ ) o) X1, Xeg1) s X1 ) [CDOWVT BNBARD
NLESETU ¢, 218D

- BERESCEFNDIZBRE y (CODVWTENERT ML w, 2155
le — le

s IEt ([CHVWTIERDE= y IR T dEXRZRDD
- BEESZEVELT
exp(c{ wy)

Zvev exp (C;r W1’J)

P(xt = ylxt—a); "'rxt—llxt+1! ---;xt+w) =

Xt—w+1

xt+w—1

Xt+w

Wl

\/

P(xe = Y%t oor Xpm1, Xt 1) s Xt )

OO0 &
<

cIw, & TIR0, B3H ERBESCHEL TS, ThEY T My oM

EIFRN, BUF T softmax(cfwy,) EHBREET D
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6.2 BEFEIEHIAHNDT ML

« word2vech\{igft 93D

« EMTHIW
o FIRT NI, BOEEEICHIET DENEXRT ML
- smEEHAX
RS
i W

o CORNENRD NLDC &ZHEEEBDIAFH (word embedding) N2 ML EWLWD
e ZTa—SILRY NI—=DODENE(C, EHEBEORKD MEHIAFENT] WBREWDSAA—

- WROBASEUETE. [H8KRR] & EHIAH] FEFEFRICEKRTHWLWSNTWLSD
« TZWTL\DIFE. HEE - XEODWMERIREZ1—3ILRY =D (CHIFDEDIAFHFE L TESNTLDINS

mE® [NSIGHT
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. %EE@&)‘QL&H/\O |\) LO))\?H% 3.1 BAEEBEFH word2vec £& o
o » EEFILESS. KESNTLBword2veclCDNT. BEANICEDHE UFICEEHEL.
s FDOTFANZFEZL ?gcéc_tzﬁ_é"‘%%(d'ﬂt... HEETESE SRSt BASER R Rcnsy

Name Model Data Dim  Tokenizer Dict

AEDSHEENZFEB U TEONIZEEEDIAHRD MLz DM mecab-
< 1@*)-&]—( L \7—: 73‘ < WikiEntVec Skip-gram? Wikipedia 100,200,300  mecab ipadic-

NEologd
—
® J ’5 &.L/ C F’Iﬁén Cb\é (E.) mecab-
BY+ CBOW? Wikipedia 50 mecab ipadic-
NEologd
chive Skip-gram NWJC 300  Sudachi
bizreach Skip-gram FAFT—H 100, 200  mecab ipadic
dependency-based-  Dependency- 100, 200
japanese-word- Based Word Wikipedia " Ginza
300
embeddings Embeddings
. mecab-
hottoSNS-w2v Jos, Juman, ,
cBOw 200 Ipadic-
(HEELEDTE) Twitter mecab NEoload
olog
FHMAEEEAY Skip-gram
=L ' EARFTR 300 mecab ipadic
CBOW, Glove
(HERLSHE)
Common
fastText cBoOw Crawl, 300 mecab ?
Wikipedia
wikipedia2vec Skip-gram Wikipedia 100,300 = mecab ?
Skip-gram?,
wordvectors Wikipedia 300 mecab ?
fastText
F2753% (Skip-gram or CBOW) [CDUWWT. READMEREF@ RFa1 A FMCHAREEZNTEST. FED

FONSA—F—5HE LEEFILICEALTER 22 DIFTVWET. (EARICE
gensim.models.word2vec Word2Vec/) (S A—4 sg THELTLET)

22" DAaTORY RDHE: B53(2020) ™



6.3

- 5t8Al: TCTAI] TFRZE0C]
o HIRTDEFE(CDUT., EFEEDIAANRD NLZRBT
 Wikipedia Entity Vectors (https://github.com/singletongue/WikiEntVec/) ZFIFA B TCLVElZULVE
- SR —FICEFNTV\DEE - 85 - EFFAEDDE5688E(CDULNT. 100RTDNRT ML ZEFTZ

1 2 3 4 3 - a7 o8 ag 100
& 0.17 0.10 0.07: -0.43: -0.08 0.09 0.07; -0.05 0.03
i 0.51 0.08 0.24; -0.11 0.08 0.34: -0.128 O1F -0.19
&3 -0.16¢ -0.11: -0.15! -0.24; -0.33 -0.08: -0.14 0.06! -0.21
HEND 0.38: -047: -0.70: -0.7% -0.24 -0.228  0.47 0.25; -0.26
H<SH 0.19: -0.29: -0.18; -0.09; -0.24 0.058  0.64 0.37 -0.19
FloWEA 0.12 0.06; 049 -0.31: -0.36 0.00 0.22 0.00; -0.44
i fa 0.32; -0.05; -0.22! -0.30; -0.01 0.34: -0.05; -0.19 -0.20
HED 0.28{ 0.67: -0.67: -0.51: -0.10 0.42 0.26; -0.08{ -0.02
R 0.58: -0.30: -0.68: -0.31: -0.19 -0.01; -0.02: -0.14! -0.12
&1 0.29: -0.13; 032 -0.35; -0.20 -0.01¢ -0.08 0.04: -0.22
153 -0.01: -0.05; -0.19; -0.01; -0.14 0.19 0.02 0.44 0.24
= 0.11; -0.18; -0.09; -0.07; -0.31 -0.04 0.12 0.26 0.22
= 0.00 0.35: -0.18! -0.04 0.11 -0.32¢ 0.40: 0.51: -0.05
2 0.08: 049 -0.19 -0.17: -0.01 0.14 0.26 0.21; -0.05
2F 0.26 0.22 0.24; -0.27 0.26 0.33 0.10 0.04; -0.20
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https://github.com/singletongue/WikiEntVec/
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6.4 EHFEIEDIAHDIEE LERE

« HFEIEOIAH 7O — (HEFHNY(2022), 3.6E0)
- 7rO>—3RE
o Bl) ISREHIFD/INUEE, AFUT(THENTRICH ?
* word2vec CISTZEHEBIEOIAHFNRDT NLDEUE - 5ITET. 7FO>—H#ITSD
« RDEBMEDIID TS

o (JVUDIBSHIAHNT ML) - (T 5> ADIBEHIAFHFRT ML)
= (O—XDIEBHIAFHNNT NL) — (15 ) FDIBDHIAFHFRT N)L)
o S HEEIBHIAFMNBEFREN(ICENRTDE>MFICKR>

- word2vec& TR
« word2vec (FIEHELREZZ{FE > TL R
s PBEEMNCHNIE, BEE-XRITHZW EW (CHEELU TV

o EMR, HE XTI OREEDFF CHEBODERIRZEDIHETEH. ITXINIE word2vec EFBBIUTEHERZ1ED
EMNTE S (Levy & Goldberg, 2014)
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o  SROFELUE & BEEME
« word2vec Cig DNTZEHEEIEHIAANT NUIE,  [XARICKDEEDOFH] EVWSEHEAMNSIEBERINTLD
- NBIOEmMNSRDE. EHFEIEDIAHNRYT NLUEIDOFELNE(FROD2DDOAImZR L TLD
- BFEDRIRODFALUIE
o ) THER] & TRIR
- XRS5 Rz, BEHEEOREEM
« By TO—E&—1 & THyT]
- ) THHBL] & TEEL] (BERIFIERRT 1)

- Fh:B
o HZESIHZANETDBETIL B, word2vec) (. T—) RICEFENTULVRM D IEEZIRZ TR0
e STFIARZHEEIDGHANWEL (BT D—RKR, XZF, )\A M) (CDTTARDITBIETILEGAHLNSNTLS

s E Hxﬁfkli
« word2vec EFILDOEZBHEND &, HEHNSIBEHIAFNT NIADOZHRIEEEN(C/RD., XIRIZEHEZIND
o HEZZONXIKICIGU T, BRBAIEHDIAHGNT NUVICERITBDICIEL?
e 5> [XiMbESNIZEEIBOIAHFETIL] BHRLSNTULS
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(7-8EDANF)

BREARCEDI TF R NORRERR (43)

s FDOTEAL - T=AHICEDE, ZIICEFENTWS
Z . NEODBHEFRIREE T, ©ORODHICHNS

—1—JIRY NO—DCED HEDEDAHFIR (65)
« REDOSHEENZTHWNWTC, BEFBEODEEREZED

o FrDOTFHEAL s T=HICDOWNWT, EICEFENTLS
B eERIB(CiR A, TOEODIRICHWS

(BRBHOD = sHDEER)
— BRENR (35)

—=a=3)L - Y kD=2 (558)

.

Za1—=JISEEFIIICEDXEDHEHIAHFTRR (88)
« ABOSEERZTRAWTC, XEBEDHEERIB(CRX 3D
EFI)ILEHEELTHL

o FTTDTFHFAL - T—=HICDWVWTC, TIICEFNTLWBRYESR
DEERIAICR X . TOEODTICEWNS

— ZA1-SNEFEFI (7))
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. 7BTIE. SEDEHELT-
« Za1—ISILEEBEFTILICDWVWTENT
« %¥(C. Transformer J7 :FTO?:V(:_EBU'%EEEE SHIBEVDVATVICERZTZETS
- BEFEMBORBICKWERANSFITEBL. MMORABIETEIRDAIET D

- 8ETIZ
- REDSEBENZAHWT. XEZIHETRIC|I BIEHDETIVFTFRA MEDIAHFET IV EWEERT D5 EEB/NT

=)
78. “T1—3SILEBETI 8F. T1—JILEBETIICLDIXEDIEIRIR
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7.1 E8EEFTIL

SEE/LEE (MEFEH(2022) 5.1-5.2860)
s XEDt - 1EBHFETCOHEEICEDE., (HHDOHEEBZFHNITDIESIL
- tBEHODEEN, RINLy, TRIWTETTWLWDELELD
o HBIB(C(ED IRy "D ML
s NERZRININILZ y, £ETD
. AJJ:
« t— 1EBBHFEFTOHEEBEBERLTCWBRITNLDZRIN Y1 = Yo oos Yeo1)
« L7
- tBHBEDEEORMHIETHER DM, DL, EFEDEBZRYICDODWVWT P, =y|Y0t-1)

=1l

(XEE) cn (& A M &F [

Yo Y1 Y2 Y3 Ya Ys Ye Y7 > yg
(K] THDIHESR(IE?

[DAC] THDMHERE?
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7.2 —1—SILEEEFTIL

- ZTa1—3JILEBEFI/ILEE (RIEFFH(2022) 5.560)
« Z1—JI)Ixy ND—DZAWZEEETIL
- IRRDOEZEETILOER

e Ta1—TILEZEBETILOREE
« [EIE (2023) K DRI

2000 2005 2010 2015 2020 2025
| | | | | | | | | | | | | | | | | | | | | | | | | | |
| | | | | | | | | | | | | | | | | | | | | | | | | | |
T A A T
[ A—-—bI>3—45— Transformer
IEEiBB =1 —SILEEBETIL RIIZRETIV
word2vec
BRE-1—-SILEETETIL
EEFET — A LLMTJ — A\
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7.3 TFAMDKN=D2AL

N—22AE
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NEURAL MACHINE TRANSLATION
BY JOINTLY LEARNING TO ALIGN AND TRANSLATE

Demitry Bahdanau
Jacobs University Bremen, Germany

KyungHyun Cho  Yoshua Bengio®
Université de Montréal

ABSTRACT

Neural machine translation is a recently proposed approach to machine transla-
tion. Unlike the traditional statistical machine translation, the neural machine
translation aims at building a single neural network that can be jointly tuned to
maximize the translation performance. The models proposed recently for neu-
ral machine translation often belong to a family of encoder-decoders and encode
a source senience into a fixed-length vector from which a decoder generates a
translation. In this paper, we conjecture that the use of a fixed-length vector is a
bottleneck in improving the performance of this basic encoder-decoder architec-
ture, and propose to extend this by allowing a model to automatically (soft-)search
for parts of a source sentence that are relevant to predicting a target word, without
having to form these parts as a hard segment explicitly. With this new approach,
we achieve a translation performance comparable to the existing state-of-the-art
phras ed system on the task of English-to-French translation. Furthermore,
qualitative analysis reveals that the (soft-Jalignments found by the model agree
well with our intuition.

I INTRODUCTION

Neural machine transiation is a newly emerging approach to machine translation, recently proposed
by Kalchbrenner and Blunsom (2013), Sutskever e al (2014) and Cho ef al. (2014b). Unlike the
traditional phrase-based translation system (see, e.g., Koehn er al, 2003) which consists of many
small sub-components that are tuned separately, neural machine translation attempts to build and
train a single, I neural network that reads a sentence and outputs a correct translation

Most of the proposed neural machine translation models belong to a family of encoder—
decoders (Sutskever er al., 2014; Cho er al., 2014a), with an encoder and a decoder for each lan-
guage, or involve a language-specific encoder applied Lo each senience whose outputs are Lhen com-
pared (Hermann and Blunsom, 2014). An encoder neural network reads and encodes a source sen-
tence into a fixe oth vector. A decoder then outputs a translation from the encoded vector. The
whole encoder-decoder system, which consists of the encoder and the decoder for a language pair,
is jointly trained to maximize the probability of a correct translation

A potential issue with this encoder-decoder approach is that a neural network needs to be able to
compress all the necessary information of a source sentence into a fixed-length vector. This may
make it difficult for the neural petwork to cope with long sentences, especially those thal are long
than ntences in the training corpus. Cho er al (2014b) showed that indeed the performance of
a basic encoder—decoder deteriorates rapidly as the length of an input sentence increases.

In order to address ( sue, we introduce an extension to the encoder—decoder model which leamns
to align and translate jointly. Each time the proposed model generates a word in a translation, it
(soft-)searches for a set of positions in a source sentence where the most relevant information is
concentrated. The model then predicts a target word based on the conlext vectors associated with
these source positions and all the previous generated target words.

*CIFAR Senior Fellow

Bahdanau, Cho, & Bengio (2015 ICLR)
FEARENER DS AIRC DIATR. FEHBEZIERL
T E U THRLBIAHEND,
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7.7 Transformer

Transformer& (& (I EHN2022) 6.1E0)
o :1_5)|/|=|DI:I:E5_)I/ gﬁ”
« 2017%E. GoogleMIAFRESICKINDIEER

« 2018%F. Googleh'FEER L=

I=II:|D

HIETILDOVED

BE5)L BERT CHEHAEMN.

BFRN(CE X

Attention Is All You Need

Ashish Vaswani® MNoam Shazeer” Niki Parmar- Jakob Uszkoreit®
Google Brain Google Brain Google Research Google Research
avaswani@google.com noamlgoogle.com nikipl@google.com usz@google.com

Llion Jones* Aidan N. Gomez* 7 Fukasz Kaiser*
Google Rescarch University of Toronto Google Brain
1lion@google. com aidanfcs. toronto.edu lukaszkaiser@google . com

Illia Polosukhin® *
illia polosukhin@gmail. com

Ahbstract

The dominant sequence transduction models are based on complex recurment or
comvolutional neural networks that include an encoder and a decoder. The best
performing models also connect the encoder and decoder through an atiention
mechanism, We Propose a new simplke network architecture, the Transformer,
based sokely on attention mechanisms, d]\pcnung with recurrence and convolutions
entirely. Experiments on two machine translation tasks show these models to
b l.l.ll"!l']()l' mn qu.alll'- whille being mom parallelizable and requiring »lmecanl]\-
less time to train, Our model achieves 28.4 BLEU an the WMT 2012 English-
to-Cierman translation ta\k Jmpm\-lng over the cumnu best results, incl ng
ensembles, by ove: 1. Om the WMT 2014 English-to-French translation sk,
our mode] establishes a new single-model state-of-the-art BLEU score of 418 after
training for 3.5 days an eight GPUs, a small fraction of the training costs of the
best models from the literal We show that the Transformer generalizes well i
other tasks by applying it successfully to English constituency parsing both with
large and limited training data.

*Equal contribution. Listing order is random. Jakob proposed replacing RNNs with self-attention and started
the effort to evahate this idea. Ashish, with Illia. designed and implementad the first Transformer models and
has bean cracially invodved inevery aspect of this work. Noam proposad scaled dot-product attention, multi-head
attention and the parameter-free position repre sentation and became the other person involved in nearly every
detail. Niki designed, implemented, tuned and evalusted countless mode | variants in our original codebase and
tensor2iensor thm alsoexperimented with novel mode | variants, was responsible for our initial codebase, and
efficient inference and visualizations. Lukasz and Aidan spent countless long days designing variows parts of and
implementing tensor2iensor, replacing our earlier codebase, gre atly improving esults and massively accelerating
our research.

"Work performed while at Google Brain.

*Work performed while at Google Research.

315t Conference on Neural Information Processing Systems (NIPS 20070, Long Beach. CA, USA.

Vaswani, et al. (2017 NIPS)
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Fig. 1. The evolutionary tree of modern LLMs traces the development of language models in recent years and highlights some of the
most well-known models. Models on the same branch have closer relationships. Transformer-based models are shown in non-
colors: decoder-only models in the blue branch, encoder-only models in the branch, and encoder-decoder models in the
branch. The vertical position of the models on the timeline represents their release dates. Open-source models are represented by
solid squares, while closed-source models are represented by hollow ones. The stacked bar plot in the bottom right corner shows the
number of models from various companies and institutions.
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